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1
CHARACTERIZATION OF THE CAPACITY
REGION OF A SET OF TRANSMITTERS IN A
COMMUNICATION NETWORK

TECHNICAL FIELD

The disclosure relates generally to communication net-
works and, more specifically but not exclusively, to the char-
acterization of the capacity region of a set of transmitters in a
communication network.

BACKGROUND

Carrier sense multiple access (CSMA) is a media access
control (MAC) protocol in which a node verifies the absence
of other traffic before transmitting on a shared transmission
medium, such as an electrical bus or a band of electromag-
netic spectrum. The term “carrier sense” indicates that a
transmitter uses feedback from a receiver that detects a carrier
wave before trying to transmit (e.g., attempting to detect the
presence of an encoded signal from another station before
attempting to transmit) such that when a carrier is sensed the
transmitter may wait for completion of the transmission that
is currently in progress before initiating a new transmission.
The term “multiple access” indicates that multiple terminals
send and receive traffic via the transmission medium. CSMA
collision avoidance (CSMA/CA) is used to improve the per-
formance of CSMA by attempting to be less greedy with the
transmission medium by deferring transmission for a random
interval if another ongoing transmission is sensed on the
medium.

In general, multi-hop wireless networks have been consid-
ered a difficult modeling problem, because transmissions
from a given node may affect the medium access of one or
more other nodes in an intricate way. For example, in a
CSMA/CA wireless network, a non-transmitting node that
detects an ongoing transmission by a transmitting node is
expected to remain silent at least until the transmitting node
has finished the transmission. While this silence of the non-
transmitting node may prevent a collision that is caused by the
non-transmitting node, the silence by the non-transmitting
node may also be interpreted by neighboring nodes of the
non-transmitting node as an indication that the medium is idle
and, thus, may trigger new transmissions by one or more of
the neighboring nodes.

SUMMARY OF EMBODIMENTS

Various deficiencies in the prior art may be addressed by
embodiments for supporting characterization of the capacity
region of a wireless network.

In one embodiment, an apparatus includes a processor and
a memory communicatively connected to the processor. The
processor is configured to determine a set of interference
constraints for a set of transmitters including a plurality of
transmitters. The processor is configured to determine, based
on the set of interference constraints, a plurality of expres-
sions for a respective plurality of fractions of time that the
transmitters transmit. The processor is configured to deter-
mine, based on the expressions for the fractions of time that
the transmitters transmit, a plurality of expressions for a
respective plurality of stability parameters of the transmitters,
where the expressions for the stability parameters are indica-
tive of a capacity region of the set of transmitters.

In one embodiment, a method includes using a processor
and a memory to perform a set of steps. The method includes
determining a set of interference constraints for a set of trans-
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2

mitters including a plurality of transmitters. The method
includes determining, based on the set of interference con-
straints, a plurality of expressions for a respective plurality of
fractions of time that the transmitters transmit. The method
includes determining, based on the expressions for the frac-
tions of time that the transmitters transmit, a plurality of
expressions for a respective plurality of stability parameters
of the transmitters, where the expressions for the stability
parameters are indicative of a capacity region of the set of
transmitters.

In one embodiment, an apparatus includes a processor and
a memory communicatively connected to the processor. The
processor is configured to determine a set of transmission
conditions for a set of transmitters, where the set of transmit-
ters includes a plurality of transmitters. The processor is
configured to determine a capacity region of the set of trans-
mitters, where the capacity region is defined based on a plu-
rality of expressions of a respective plurality of stability
parameters of the transmitters. The processor is configured to
obtain transmitter input information of the transmitters in the
set of transmitters. The processor is configured to determine
feasibility of the set of transmission conditions based on the
expressions of the stability parameters and the transmitter
input information.

In one embodiment, a method includes using a processor
and a memory to perform a set of steps. The method includes
determining a set of transmission conditions for a set of
transmitters, where the set of transmitters includes a plurality
of transmitters. The method includes determining a capacity
region of the set of transmitters, where the capacity region is
defined based on a plurality of expressions of a respective
plurality of stability parameters of the transmitters. The
method includes obtaining transmitter input information of
the transmitters in the set of transmitters. The method
includes determining feasibility of the set of transmission
conditions based on the expressions of the stability param-
eters and the transmitter input information.

BRIEF DESCRIPTION OF THE DRAWINGS

The teachings herein can be readily understood by consid-
ering the following detailed description in conjunction with
the accompanying drawings, in which:

FIG. 1 depicts a high-level block diagram of an exemplary
wireless system;

FIG. 2 depicts the operation of three saturated transmitters
associated with three nodes of a network where the three
saturated transmitters are within carrier sense range;

FIG. 3 depicts the operation of three unsaturated transmit-
ters associated with three nodes of a network where the three
unsaturated transmitters are within carrier sense range;

FIG. 4 depicts the dual saturated network for the unsatur-
ated network of FIG. 3;

FIG. 5 depicts the capacity regions for three exemplary
embodiments of networks including transmitters;

FIG. 6 depicts one embodiment of a method for determin-
ing the capacity region of a set of transmitters;

FIG. 7 depicts one embodiment of a method for determin-
ing feasibility of a given vector of transmission time fractions
of'a set of transmitters based on the capacity region of the set
of transmitters; and

FIG. 8 depicts a high-level block diagram of a computer
suitable for use in performing functions described herein.

To facilitate understanding, identical reference numerals
have been used, where possible, to designate identical ele-
ments that are common to the figures.
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DETAILED DESCRIPTION OF EMBODIMENTS

In general, a capability is provided for characterizing the
capacity region of at least a portion of a communication
network (e.g., a set of transmitters of the communication
network, which may include all or a subset of the transmitters
in the communication network).

In at least some embodiments, the capacity region charac-
terization capability is configured to enable determination of
expressions which characterize, or are adapted for use in
characterizing, the capacity region of at least a portion of a
communication network.

In at least some embodiments, the capacity region charac-
terization capability is configured to enable application of
expressions which characterize, or are adapted for use in
characterizing, the capacity region of at least a portion of a
communication network.

In at least some embodiments, the capacity region charac-
terization capability is configured to enable application of
expressions which characterize, or are adapted for use in
characterizing, the capacity region of at least a portion of a
multi-hop communication network. It will be appreciated that
a multi-hop network may support single-hop flows or multi-
hop flows.

In at least some embodiments, the capacity region charac-
terization capability fully characterizes and predicts the
behavior of a multi-hop communication network even when
there is a strong interdependence among the states of the
transmitters across the multi-hop communication network.

It will be appreciated that, although primarily depicted and
described herein within the context of application of embodi-
ments of the capacity region characterization capability to a
particular type of communication network (namely, a wire-
less communication network employing a carrier sense mul-
tiple access with collision avoidance (CSMA/CA protocol),
embodiments of the capacity region characterization capabil-
ity may be applied to various other types of wireless or wired
communication systems using shared transmission mediums
(e.g., ashared electrical bus, a shared band of electromagnetic
spectrum, or the like).

FIG. 1 depicts a high-level block diagram of an exemplary
wireless system.

As depicted in FIG. 1, the wireless system 100 includes a
wireless network 110 having ten wireless nodes 112,-112,,
(collectively, wireless nodes 112). In general, each of the
wireless nodes 112 is configured to communicate wirelessly
with one or more other wireless nodes 112 and, thus, each
wireless node 112 includes at least one wireless transmitter
and at least one wireless receiver. [llustratively, the wireless
nodes 112,-112,, include ten wireless transceivers 113, -
113, (collectively, wireless transceivers 113), respectively.
The wireless nodes 112 of wireless network 110 are running
the CSMA/CA protocol. For example, wireless node 112,
may communicate with wireless nodes 112,,112;,112,, and
112, due to its geographic proximity to these wireless nodes
112, but not the other wireless nodes 112 of wireless network
110 which may be out of wireless range of wireless node
112,. Similarly, for example, wireless node 112, , may com-
municate with wireless nodes 112, and 112, due to its geo-
graphic proximity to these wireless nodes 112, but not the
other wireless nodes 112 of wireless network 110 which may
be out of wireless range of wireless node 112,,. It will be
appreciated that, for a given wireless node 112, the number of
other wireless nodes 112 with which that given wireless node
112 communicates may depend on the geographic distances
between the wireless nodes 112, the transmit powers of the
wireless transmitters of the wireless nodes, the fading of the
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wireless signal during its propagation from the wireless trans-
mitters to the wireless receivers, the noise at the wireless
receivers of the wireless nodes, and the like, as well as various
combinations thereof.

As further depicted in FIG. 1, wireless system 100 includes
a capacity region characterization system 120. The capacity
region characterization system 120 may be configured to
provide various functions of the capacity region characteriza-
tion capability. The capacity region characterization system
120 may be configured to characterize the capacity region of
atleasta portion of wireless network 110. The capacity region
characterization system 120 may be configured to determine
expressions adapted for use in characterizing the capacity
region of at least a portion of the wireless network 110. The
capacity region characterization system 120 may be config-
ured to determine the capacity region of at least a portion of
the wireless network 110 by applying expressions adapted for
use in characterizing the capacity region of at least a portion
of the wireless network 110. The capacity region character-
ization system 120 may be configured to provide various
other functions of the capacity region characterization capa-
bility. The capacity region characterization system 120 may
be communicatively connected to the wireless network 110
(as depicted in FIG. 1) or otherwise associated with the wire-
less network 110 (e.g., where the capacity region character-
ization system 120 may store information associated with
wireless network 110).

The wireless network 110 may be configured to support
single hop flows or multi-hop flows. It has been determined
that there are difficulties associated which characterizing and
predicting the behavior of wireless networks supporting
multi-hop flows or even single hop flows, e.g., since there
may be a strong interdependence among the states of the
transmitters across the network. It also has been determined
that at least part of the difficulty in characterizing and pre-
dicting the behavior of a multi-hop wireless network is due to
the following factors: (1) the distributed nature of the CSMA/
CA MAC protocol, which dictates that transmitters should
back off from each other in order to avoid collisions, (2) the
buffer dynamics of unsaturated traffic transmitters, which
occasionally cause queues to become empty and result in a
time-varying subset of transmitters contending for the chan-
nel, and (3) the dependence of downstream hops on upstream
traffic, which couples together the queue occupancy of all
hops in a multi-hop flow. The first factor induces some cor-
relation among neighboring transmitters, because of the
physical proximity of the neighboring transmitters. The sec-
ond and third factors, on the other hand, correlate transmitters
throughout the network, at least because of the traffic pattern.
These factors or problems are further exacerbated if the multi-
hop wireless network serves several flows at the same time
and, therefore, transmissions of a given flow affect the
medium access, as well as the throughput, of other flows.
Accordingly, in at least some embodiments, a throughput
model for a wireless network may be expected to account for
the physical proximity of wireless transmitters and the
respective interference constraints of the wireless transmit-
ters, as well as the end-to-end traffic requirements of the flows
of the multi-hop wireless network.

Various embodiments of the capacity region characteriza-
tion capability may be better understood by considering an
exemplary system model and associated assumptions. It will
be appreciated that the exemplary system model and associ-
ated assumptions may be related to wireless network 110 of
FIG. 1 or any other suitable type of communication network
for which the capacity region characterization capability may
be applied.
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In an exemplary system model, a wireless network
includes nodes that forward traffic to each other in a multi-
hop fashion based on various characteristics, descriptions of
which follow. End-to-end routes are established according to
a given routing metric before the network becomes opera-
tional, and are assumed to remain fixed over time (although it
will be appreciated that, in at least some cases, they may
change over time). Each multi-hop flow is then allowed to
traverse the network using these end-to-end routes. The flows,
and the respective average rates of the flows, do not change, at
least for a sufficient amount of time, to allow for convergence
to a steady state. For ease of presentation, it is assumed that
each node is equipped with an omni-directional antenna com-
municating in a single channel, although it will be appreciated
that various embodiments presented herein may be extended
to directional antennas or multi-channel wireless networks. It
is assumed that each node includes a unique transmission
flow queue for each flow, although it will be appreciated that
various embodiments presented herein may be extended to
other queuing schemes (e.g., use of a single transmission
queue shared by all flows, use of multiple transmission
queues dedicated for use by respective groups of flows, or the
like). When a packet of a flow arrives at a node, the packet is
placed in the corresponding transmission flow queue associ-
ated with the flow for future transmission. Packet scheduling
across transmission flow queues within a node may be per-
formed using a CSMA/CA MAC protocol (assumed to be an
idealized CSMA/CA MAC protocol). The transmission flow
queues of a node may operate as logically individual nodes
(e.g., as individual, collocated transmitters having their own
sets of parameters associated therewith, respectively).

In the exemplary system model, as discussed above, the
wireless network includes nodes where each node may
include one or more associated transmitters. It is assumed that
the CSMA/CA MAC protocol controls the medium access
among the transmitters of the nodes. In CSMA/CA, before
transmitting a packet, a node having a transmitter i first uses
carrier sensing to determine whether the medium is idle. If the
received power detected during carrier sensing is above a
given threshold then the medium is considered to be busy and
the transmitter i of the node waits until the ongoing transmis-
sion is finished; otherwise, the medium is considered idle and
the transmitter i of the node independently samples a random
back-off interval B, from a given probability distribution
(which can be the same or different for different transmitters)
and waits for at least that length of time before transmitting.
It is noted that, while the back-off interval may be exponen-
tially distributed, this is not required; in fact, no assumptions
are placed on the probability distribution of the back-off
intervals. It is assumed that each transmission flow queue
within a node is a transmitter i having an associated back-off
counter which tracks the remaining time until the next sched-
uled transmission by the transmitter i (e.g., counting down to
zero). If the medium becomes busy during the back-off inter-
val of a transmitter i, then the transmitter i freezes its counter
and resumes the countdown when the medium becomes idle
again. The transmitter i transmits when its counter reaches
Zero.

The duration of a packet transmission may be modeled as
follows. Each transmission from transmitter i takes a random
time T,, which depends both on the packet size of the packet
being transmitted and on the bit rate at which the packet is
transmitted. The bit rate r, of each transmitter i is assumed to
be fixed (although it will be appreciated that, in at least some
embodiments, the bit rates may change over time) and, thus,
the randomness of T; comes from the different packet sizes
generated by the flow source i associated with the transmitter
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6

i. It is noted that, while exponentially distributed packet sizes
or independent regeneration of packets at relay nodes may be
used during transmission of packets, neither is required.
Rather, for purposes of clarity, it is assumed that packet sizes
are generated by the flow source i according to a given dis-
crete probability distribution (which may be the same or
different across flows), and that packets retain their sizes as
the packets traverse the network. In addition, it is noted that,
while saturation of all transmitters i is possible, an assump-
tion is not made that all transmitters are saturated; rather, it is
assumed that all packets are generated at each flow source i
with a random inter-arrival time A,, following a given prob-
ability distribution, which may be the same or different across
flows. As before, no assumptions are placed on these prob-
ability distributions.

The transmission of a packet may be susceptible to errors.
It is assumed that packets are received without interference
and, thus, that fading and the random noise in the wireless
channel are the only sources of error. This implies two impor-
tant assumptions on the network model as follows. The first
assumption is that there are no hidden nodes in the network
and, thus, that if two transmitters interfere at a common
receiver then each transmitter is able to sense the transmission
of the other transmitter and back off accordingly. This first
assumption is proven to occur if the carrier-sense range is
large enough and if receivers can abort an ongoing reception
to lock onto a new signal with a sufficiently higher power.
There are at least some chipsets that support this type of
preemption in the so-called restart mode and, thus, the hidden
node problem can be avoided. The second assumption is that
the carrier sensing is instantaneous and, thus, that as soon as
atransmission starts the transmission is immediately detected
by the neighbor nodes. This second assumption implies that
both the propagation delay and the carrier-sense delay are
zero (or substantially near zero). This implication of the sec-
ond assumption is reasonable since the nodes are usually
physically close to each other and carrier sensing takes only a
few microseconds in at least some of the existing wireless
cards. Additionally, with instantaneous carrier sensing, colli-
sions due to two or more transmitters finishing their associ-
ated back-off intervals at the same time are also not possible
since these intervals are continuous random variables.

In view of the foregoing assumptions, each packet is
received by the transceiver associated with transmitter i
(namely, with the receiver portion of the transceiver) with a
given probability p, (the packet delivery ratio of transmitter i)
atthe chosen bit rate r,. If the transmission fails, the transmit-
ter i samples another back-off interval and rebroadcasts the
packet as many times as necessary. This model has shown to
accurately approximate the behavior of transmitters. How-
ever, even if hidden interferers and collisions do exist in the
network, the effect of such conditions is considerably reduced
in the unsaturated conditions considered in this exemplary
system model. In any case, if hidden interference and colli-
sions occur often in the network, then the capacity limits
described in this disclosure present in fact an upper bound of
the actual network capacity limits (e.g., the actual network
capacity limits may be lower than the limits computed
herein).

In CSMA/CA networks, several transmitters may transmit
together if the transmitters are unable to sense the transmis-
sions of the other transmitters. A set of transmitters able to
simultaneously transmit is defined as a feasible set (which is
denoted herein using S or K). It is assumed that all feasible
sets of transmitters of the network are known. Given this
knowledge of the feasible transmitter sets, the network state is
defined as the feasible set S of transmitters which are cur-
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rently transmitting. g is defined as the probability, or the
fraction oftime, that the network is in state S (i.e., transmitters
in S are simultaneously transmitting) and, thus, Z gt =1. 7 is
used to represent the fraction of time that no transmitter is
transmitting across the entire network (i.e., S=03). With a
slight manipulation of notation, the probability rty, 4 that two
transmitters i and j are both transmitting is expressed as ;.
Finally, 6,=E[T,]/E[B,] is defined as the ratio between the
expected transmission time E[T,] and the expected back-off
time E[B,] for transmitter i, and X; is defined as the average
throughput of a flow f in bits per second. The notations of the
exemplary system are summarized in Table 1.

TABLE 1

Notation Definition

random variable for the inter-arrival time at transmitter i
B; random variable for the back-off interval of transmitter i

T; random variable for the transmission time of transmitter i
0; ratio between E[T;] and E[B;], i.e., 6, = E[T,/E[B;]
1; bit rate of transmitter i, in bits per second (assumed fixed)
p: packet delivery ratio of transmitter i (assumed fixed)
Xr average throughput of a flow £, in bits per second
SorK asetof transmitters which may transmit at the same time
T probability that all transmitters in S are transmitting
T probability that no transmitter is transmitting (S = &)
L probability that two transmitters (i and j) are both transmitting
P; stability parameter of transmitter i
Y: product of p, and 0,, i.e., Y, = p,0;
N fraction of time that transmitter i is transmitting, i.e.,
yi = Z Ts
sies

In at least some embodiments, for a given CSMA/CA
network, the throughput of each flow of the CSMA/CA net-
work may be determined and the capacity region of the
CSMA/CA network may be determined. In at least some
embodiments, the throughput of saturated single-hop flows
may be determined. In at least some embodiments, the
throughput of unsaturated single-hop flows may be deter-
mined. In at least some embodiments, the embodiments
related to single-hop flows in a CSMA/CA network may be
generalized to address multi-hop flows in an arbitrary multi-
hop wireless network.

In at least some embodiments, the throughput of saturated
single-hop flows in a CSMA/CA network may be determined.
It is assumed that each node of the network communicates
only with direct neighbor nodes and, thus, that each flow of
the network is transmitted only over a single hop. This type of
model may apply, for example, to an enterprise wireless local
area network (WLAN) in which several access points are
deployed across an enterprise campus. It is further assumed
that the network includes n transmitters (which are able to
sense each other via carrier sensing) where each of the n
transmitters is saturated with an infinite backlog of packets to
transmit. In these conditions, when a given transmitter is
transmitting, the back-off counters of the other transmitters
are frozen until the current transmission is complete. This
scenario results in unfinished work associated with each of
the transmitters. An example of unfinished work for a set of
saturated transmitters is illustrated in FIG. 2.

FIG. 2 depicts the operation of three saturated transmitters
associated with three nodes of a network where the three
saturated transmitter are within carrier sense range.

As depicted in FIG. 2, the unfinished work U,(t) of each
transmitter 1 at time t is illustrated. More specifically, FIG. 2
depicts the unfinished work U, (t) for a first transmitter, the
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unfinished work U, (t) for a second transmitter, and the unfin-
ished work U;(t) for a third transmitter. As further depicted in
FIG. 2, at any time t, each transmitter may be in one of three
states: a back-off state, a frozen state, or a transmission state
(which are depicted in FIG. 2 using different types of shad-
ing). The unfinished work U,(t) of a transmitter 1 represents
the remaining time before the state of transmitter i changes
and may express either the remaining back-oft time of trans-
mitter i or the remaining transmission time of transmitter 1.

In general, it is known from the saturation condition that a
transmitter i will be either backing off, frozen, or transmit-
ting. For each packet, a back-off interval B, is sampled, and
transmitter i waits at least the length of the sampled back-off
interval before transmitting. If a neighbor of transmitter i
begins transmitting during the back-off interval, the back-off
counter of transmitter iis frozen and transmitter i waits for the
ongoing transmission to finish. When the transmission of the
neighbor is finished, transmitter i restarts the countdown of
the back-oft counter from where it had previously stopped
and waits for the back-off counter to expire. When the back-
off counter of transmitter i expires, transmitter i transmits the
packet for T, seconds, after which the cycle restarts. It will be
appreciated that there are n+1 states in which such a network
can operate. The first state (denoted as S=0) occurs when
none of the transmitters are transmitting. The other n states
S={i} occur when transmitter i is active while the other trans-
mitters are frozen. The steady-state solution then defines the
probabilities 7, T, . . . , 7, of each of the n+1 network states.

Let c,(t) be the transmission count from transmitter i in a
large time window [0,t). If, within this time window, trans-
mitter 1 made c,(t) transmissions, then transmitter i also has
backed off ¢ (t) times since there is a back-off interval for each
packet that is transmitted. Given that each transmitter only
decreases its back-off counter when no other transmitter is
transmitting (when the network state is S=0), the ratio w,/7t,
may be computed as:

ci(n

%Z L)
. J=1 _

Bi(j)

ci(n

! M
C‘_m; o) r

Lay o
mjgl ()

1]
100

where B,(j) and T,(j) are the duration of the j-th back-off
interval and the j-th transmission of transmitter i, respec-
tively. It will be appreciated that 7t,/mt,, does not depend on the
individual distributions of T, and B,, but rather, only depends
on the ratio 0, between the expected values of T, and B,. From
Eq. (1), a system of linear equations can be written as:

T

_E_E_m_

@

e

which, along with the normalizing condition 25 ~1, may be
solved to find the steady-state probabilities as follows:

1 3)
T 146, +0,+...+06,
1

TETr0+0, .. 46,

]
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The average throughput x, of transmitter i may then be com-
puted as

0; )
W= (m)r‘p"

In a more general case, assume that there are still n trans-
mitters in the network, but that not all of the transmitters are
within carrier-sense range. As a result, two or more transmit-
ters that do not hear each other may transmit at the same time.
The steady-state probabilities for this general case may be
computed by establishing the relationship between two gen-
eral states g and 71,1, which differ only by a single trans-
mitter i. A saturated CSMA/CA network has been proven to
be a time-reversible Markov field and, thus, detailed balance
holds. In this case, the relation between any two adjacent
network states, S and SU{i}, is shown to be

_ Tsuti)
0; ’

®

s

Itis noted that Eq. (5) generalizes the relation in Eq. (2) for the
case where transmitters are not necessarily within carrier-
sense range. From Eq. (5), a system of linear equations can
then be written as:

©

which, along with the normalizing condition 2 gt =1, may be
solved to find the steady-state probabilities

1 o

oy
°T3T &
K kek
[ ]
o= kes
STI 6
K kek

where the summation in the denominator is over all feasible
sets K. The fraction of time a given set S transmits is thus
proportional to the product of the 0, ratios of each transmitter
k within this set. From Eq. (7), the average throughput x; of
transmitter i can then be computed as x,~(Z.,. JTH1,p;, Where
the summation is over all sets S where transmitter i is trans-
mitting.

The foregoing discussion regarding saturated single-hop
flows may be generalized for the case of unsaturated single-
hop flows. This reflects the case where nodes communicate
only with direct neighbors, but now each transmitter does not
always have a packet to transmit. As a result, the subset of
transmitters contending for the channel significantly changes
over time, imposing an extra challenge to the model.

Let the network have n transmitter able to carrier sense
each other. Each transmitter i generates packets with a ran-
dom inter-arrival time A,, following a given probability dis-
tribution, and the packets are then placed into the respective
flow queue for transmission. An example of unfinished work
for a set of unsaturated transmitters is illustrated in FIG. 3.
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FIG. 3 depicts the operation of three unsaturated transmit-
ters associated with three nodes of a network where the three
unsaturated transmitters are within carrier sense range.

As depicted in FIG. 3, the unfinished work U,(t) of each
transmitter i at time t is illustrated. More specifically, FIG. 3
depicts the unfinished work U, (t) for a first transmitter, the
unfinished work U, (t) for a second transmitter, and the unfin-
ished work Uy (t) for a third transmitter. As further depicted in
FIG. 3, at any time t, each transmitter may be in one of four
states, which include three active states (e.g., a back-off state,
a frozen state, a transmission state) and an idle state. The
active states are depicted using lines defining areas and using
different types of shading within the areas defined by the
lines. The idle state is depicted as white space not enclosed by
any type of lines.

As depicted in FIG. 3, the queue backlogs of the transmit-
ters are no longer infinite and, thus, each transmitter i has a
packet to send only part of the time. A transmitter i is active
when the queue of the transmitter is non-empty, but remains
idle otherwise. When a new packet arrives at an empty queue
associated with a transmitter i, the back-off counter B, is
sampled and the countdown of the back-off counter for trans-
mitter i begins. The behavior is then similar to that of a
saturated network (e.g., such as the behavior depicted in FIG.
2, where each transmitter i freezes its back-off counter when-
ever a neighbor transmitter transmits, and where the transmit-
ter i transmits for T, seconds after the back-oft counter of the
transmitter i is decremented to zero). The time during which
a transmitter i could be counting down via its back-off timer,
but is not counting down via its back-off timer because the
associated queue is empty, is referred to as the idle time of the
transmitter 1. It is noted that, given that the three transmitters
in FIG. 3 are within carrier-sense range, the countdown by the
third transmitter only occurs when none of the transmitters is
transmitting (i.e., when S=0), as illustrated by the “idle time”
designations depicted below the time axis for the third trans-
mitter However, since the three transmitters are not saturated,
each of the three transmitters counts down only a fraction of
this time.

If the fraction of time that a transmitter i counts down is p,,
such that O=p,<1, then, noting Eq. (2) and reducing mt, by p,
gives

®

Piftp = 8’
;

where 7t,/0,=n, (E[B,]/E[T,]) is the fraction of time that trans-
mitteri counts down via its back-off counter, and p,m, reflects
that transmitter i counts down via its back-off counter only a
fraction of m,. If a variable y, is defined as:

Y~p9; ©)]

for each transmitter i, a system of equations may be written as:

_ﬂl
o,

2 Ttn

10

T

7o

which, along with the normalizing condition 25 ~1, may be
solved for the steady-state probabilities:

1 (11

e = l+yi+m+. +
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-continued
Vi

= T4y +ys + oy,

The average throughput x, of a transmitter i is then

R O | S W (12)
x‘_(1+y1+y2+_.+%)hp“

It is noted that, although it would be expected that the
steady-state solution in Eq. (11) for unsaturated transmitters
would be different than the solution in Eq. (3) for saturated
transmitters, it has been determined that the solutions are
remarkably similar. A difference between the solutions for
saturated transmitters and unsaturated transmitters is that
each component 6, is replaced with vy,. It also has been deter-
mined that Eq. (11) is the solution of another network with
saturated transmitters. This may be seen from the following:

a3

Thus, the solution in Eq. (11) is equivalent to a network in
which each transmitter is saturated and has a larger average
back-off time E[B,]/p,. An example is illustrated in FIG. 4,
which depicts the dual saturated network for the unsaturated
network of FIG. 3.

FIG. 4 depicts the dual saturated network for the unsatur-
ated network of FIG. 3. As depicted in FIG. 4, the back-off
intervals are stretched such that each transmitter 1 has no idle
time. In both networks, the transmitters transmit during the
same time and, thus, the steady-state solution must be the
same. Given that the steady-state solution in Eq. (11) depends
only on the average values, the probability distribution of the
stretched back-off interval in the dual network, as depicted in
FIG. 4, does not need to be determined. However, in order for
the solution to be unique, the p, factors should be defined.

The p, factor is similar to the utilization factor in queuing
theory and is directly related to stability. In order to see this,
it is noted that each transmitter i is idle for a fraction (1-p,)m,
of time. If this idle time is positive, then the queue of trans-
mitter i is expected to reach zero frequently. This implies that
the empty queue is a positive recurrent state and, thus, that the
queue is stable. Since m,>0 even for saturated transmitters,
the condition for stability is p,<1. As aresult, if the transmitter
generates more traffic than the CSMA/CA MAC protocol can
deliver, then p, tends to 1 and Eq. (11) falls back to the case of
saturated transmitters as in Eq. (3). On the other hand, if the
transmitter i generates too little traffic, then p, tends to 0 and
the network behaves almost as if the transmitter i does not
exist.

With the knowledge of the stability condition, the range of
input rates under which the network is stable may be deter-
mined and, thus, the capacity region of the network may be
characterized. Let y,=x,/(x; p,) be the throughput x, of a trans-
mitter i normalized with regard to the link capacity r,p, of
transmitter i. From Eq. (12), it may be determined that y,=m,
and, as a result, m,=1-Xy,. Since y,=rw=n,(p,0,), the p,
factor can be expressed as
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and, from the stability condition p,<1, an inequality

Yi <
=+

0;1
1+&(

_Zy.] 1%
4

canbe derived for each transmitteri. The 1-X_;y; factor in Eq.
(15) is the fraction of time that transmitter i is not frozen. In
order to guarantee stability, within this time, transmitter i
must transmit for strictly less time than the length of time for
which the transmitter i would transmit in the saturated case.

As indicated by Eq. (15), the relation among the through-
puts of the transmitters is linear and may be visualized.

In at least some embodiments, the capacity region of a set
of transmitters may correspond to feasible conditions under
which the transmitters may transmit. The capacity region of a
set of transmitters may specify or indicate fractions of time
for which the transmitters may transmit, input rates (or ranges
of input rates) at which the transmitters may transmit, or the
like. For example, the capacity region of a set of transmitters
may indicate that the transmitter 1 transmits 40% of the time
and transmitter 2 transmits 60% of the time, transmitters 1
and 2 each transmit 30% of the time and transmitter 3 trans-
mits 40% of the time, or the like.

FIG. 5 depicts capacity regions for three exemplary
embodiments of networks including transmitters.

The capacity regions 510, 520, and 530 of FIG. 5 represent
feasible transmission conditions for the transmitters for
which the capacity regions 510, 520, and 530 are determined.
If'the transmitters for which the capacity region is determined
transmit according to a point (¥, ¥, - - - , ¥,,) that falls within
the capacity region (namely, within a shaded region of the
graph), the transmissions are feasible and the transmission
rates (Y,Iy, P1s YalaDas - « - 5 V,ulD,,) of this point within the
capacity region will be achieved. If the transmitters for which
the capacity region is determined transmit according to a
point (¥, ¥, - - . , ¥,,) that falls outside the capacity region
(namely, outside of a shaded region of the graph), the trans-
missions are not feasible and the transmission rates (y,r;p;,
VolaPs, - - - 5 V15,0, of this point outside the capacity region
will not be achieved. As discussed above, the transmission
conditions for the transmitters may be represented as trans-
mission rates for the transmitters, respectively. It will be
appreciated that when transmission rates (y,r;p;,
VolaPs, - - - 5 V,1,D,,) for the transmitters are feasible then the
corresponding transmission time fractions (y,, y,, - . ., y,) for
the transmitters may be used by the transmitters in order to
achieve the transmission rates and, thus, that, in at least some
embodiments, the transmission time fractions for the trans-
mitters may be considered to be transmission conditions for
the transmitters (e.g., a feasible set of transmission time frac-
tions for the transmitters corresponds to a feasible set of
transmission rates for the transmitters).

The capacity region 510 of FIG. 5 corresponds to an exem-
plary embodiment of a relatively simple network including
only two transmitters within carrier-sense range. Each trans-
mitter imposes a linear constraint for stability and the capac-
ity region is the intersection of both areas. The upper bound-
ary is defined by the set of input rates where at least one
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transmitter is saturated, and the intersection point is the case
where both of the transmitters are saturated.

The capacity region 520 of FIG. 5 corresponds to an exem-
plary embodiment of a network including three transmitters
within carrier-sense range. The linear constraint from each
transmitter i now represents a plane, which crosses the axis y,
at8,/(1+6;) and the other axes y; at 1, for j=i. In general, when
transmitters are within range, the capacity region is the inter-
section ofthe half-spaces defined by Eq. (15) and by y,=0 and,
thus, is convex. For capacity region 520, similar to capacity
region 510, the upper boundary is defined by the set of input
rates where at least one transmitter is saturated. The line
segments intersecting two planes result from the set of rates
where at least two of the transmitters are saturated. The inter-
section point of the three planes is when all transmitters are
saturated.

Under stability, it is also possible to derive an expression
for the average inter-arrival time E[A,] between generated
packets at a transmitter i. Recalling that c,(t) is the transmis-
sion count from transmitter i in a large time window [0,t),
from the law of large numbers, it may be determined that the
total transmission time of the transmitter approaches c,(H)E
[T,] as t—co. Since the network is stable, the number of
generated packets within this window is p,c,(t) and, thus,
p.c,(DE[A,] approximates the total time t. The fraction of time
y, that a transmitter i transmits is thus:

() .

As aresult, given the parameters E[ A, ], E[T,], E[B,], and p, of
each transmitter i, a determination as to whether the network
is stable may be made by determining if the condition of Eq.
(15) holds for every transmitter i of the network. As depicted
in the capacity region 520 of FIG. 5, setting p,=1 corresponds
to the plane on the top of the graph, setting p,=1 corresponds
to the plane on the right of the graph, and setting p;=1 corre-
sponds to the third plane (with darker shading) on the graph.

The capacity region 530 of FIG. 5 corresponds to an exem-
plary embodiment of a network including three transmitters
where not all of the transmitters are within carrier-sense
range.

In general, embodiments in which transmitters are within
carrier-sense range (e.g., as depicted and described with
respect to the capacity regions 510 and 520), may be gener-
alized for an embodiment where the transmitters are not all
within carrier-sense range. It is noted that the idea of stretch-
ing the back-off intervals to saturate the network, as depicted
in FIG. 4, is general and also may be applied when the trans-
mitters are not necessarily within carrier-sense range. In other
words, the result of stretching the back-off interval of every
transmitter i (e.g., such that the average back-off interval
increases from E[B,] to E[B,]/p,, for some 0<p,=1) is a dual
saturated network where transmitters transmit at exactly the
same time. Since the solution for a saturated network is
known from Eq. (7), the steady-state probabilities for an
unsaturated network may be derived as:
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where v,=p,0,. The average throughput x; of a transmitter i
may then be computed as x,=(Z., THr,p, by summing over
all sets S where transmitter 1 is transmitting. The stability
condition p,<1 is still the same when transmitters are not all
within carrier-sense range. Let C(S) be the set of transmitters
allowed to count down (e.g., neither transmitting nor frozen)
when links in S are active. Each transmitter i is then idle fora
fraction (1-p)Zg,ccsyTs of time, which to be positive
requires p,<1. The expression for the p, factors, however, is
not the solution to a linear system as in Eq. (14). Rather, the p,
factors are determined by solving a non-linear system of
equations. Each transmitter provides a variable p, and an
equation y,=2.,. T to the system, and it may be shown that
this system has a unique solution, given that the system is
stable. In at least some embodiments, however, either sym-
bolical computation or numerical methods are used to find a
unique solution to the system of equations y,=2.,. -

For the capacity region 530, it is assumed that a transmitter
T, is within carrier-sense range of the other two transmitters T,
and T,, but that the other two transmitters T, and T, are not
within carrier-sense range of each other. In this case, from Eq.
(17) it may be determined that

HP;Q‘ s

ieS§

g = R
ST T4 0101 +p26: + 0365 + (0161)(P26)

from which a system of three equations may be specified as
follows:

YT+ o
YoTTHT 5

Y3=T3. 19

This system can be symbolically solved for p,, p,, and p; as:

o _(i] Y1 (20)
e )T s
o _(L]yiz
BT s
(1] y3(l = y3)
o=\l
05/ (1 =y1 —y3)(l —y2—y3)

Using the general result from Eq. (16), as well as the stability
condition p,<1 for each equation in Eq. (20), a determination
may be made as to whether the network is stable based on the
parameters E[A,], E[T,], E[B,], and p, of each transmitter 1.
The capacity region for this exemplary embodiment is
depicted as capacity region 530 of FIG. 5. As depicted in FIG.
5, setting) p,=1 corresponds to the plane on the top of the
graph, setting p,=1 corresponds to the plane on the right of
the graph, and setting p;=1 corresponds to the third plane
(with darker shading) on the graph. It will be appreciated that
the capacity region 530 may be proven to be non-convex
using a counterexample and, therefore, the convexity of the
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capacity region 530 does not necessarily hold when transmit-
ters are not all within carrier-sense range.

It will be appreciated that the expressions of transmission
time fractions y, associated with the capacity regions depicted
in FIG. 5 are merely exemplary based on the exemplary sets
of transmitters for the capacity regions depicted in FIG. 5.
Accordingly, it will be appreciated that other expressions of
transmission time fractions may be determined for other sets
of transmitters (e.g., fewer or more transmitters, transmitters
having different sets of interference constraints, or the like).

In at least some embodiments, the throughput of multi-hop
flows in a CSMA/CA network may be determined. It will be
appreciated that, in many types of wireless networks, each
flow may need to traverse multiple hops in order to reach its
intended destination. The embodiments depicted and
described hereinabove for single-hop flows between neigh-
boring transmitters may be generalized for multi-hop flows.
As previously described, modeling of wireless multi-hop
flows has traditionally been considered a difficult problem at
least due to the strong interdependence between links (e.g.,
where the downstream links depend upon the upstream links
for traffic and, thus, the queue state among the links is rela-
tively tightly coupled). If multiple flows traverse the network,
the problem of modeling of wireless multi-hop flows may
become even more difficult, since transmissions of a given
flow of the network affect the medium access of other flows of
the network. As a result, the buffer dynamics typically are
ignored at relay nodes and each link is assumed to be satu-
rated with independent packet regeneration at each relay
node. Itis noted that the link coupling appears in the proposed
equations and, thus, the exact behavior of the network may be
modeled without approximations.

The derivation of the model of multi-hop flows ina CSMA/
CA network is based on two observations. The first observa-
tion is that each transmitter in a given traffic flow may be
considered to be a traffic source. Thus, based on the idea of
stretching the back-off intervals of the transmitters (as
depicted in FIG. 4), the result is a dual saturated network
where nodes transmit at the same time. Thus, the analysis
provided herein for saturated single-hop flows in a CSMA/
CA network also may be applied for unsaturated multi-hop
flows in a CSMA/CA network and, therefore, the steady-state
probabilities are as defined in Eq. (17). Since the ratio 0, of
each transmitter i is given, a remaining question is how to
determine the p, factor of each transmitter i. The second
observation is that this can be addressed by assuming that the
queues of all transmitters are stable (e.g., the traffic received
by a node is eventually transmitted to its next hop, and no
packets accumulate in the network queues).

From the stability assumption, a non-linear system of equa-
tions may be determined for use in determining the p, factors
as follows. If T, is the i-th transmitter in the k-hop path used
by flow f, then, in steady state, the following k-1 equations
must hold:

o
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where r; and p,’ are the bit rate and the delivery ratio of t,7,
respectively. The physical interpretation of Eq. (21) is that the
amount of information transmitted over each hop of a stable
flow must be the same in steady state. Additionally, from Eq.
(16), it may be determined that, at the transmitter T,/ of the
source of flow f, the following holds:
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From Eq. (21) and Eq. (22), there are k equations for each
k-hop flow f traversing the network. This system of equations
can be solved for the unknown variables p,’. From this solu-
tion, a determination as to whether the network is stable may
be made by determining whether the condition 0=p,” <1 holds
for every transmittert,” of the network. If the condition O<p,”
<1 does not hold for every transmitter ,” of the network or if
the system does not converge, then the set of flow input rates
is not feasible and, thus, the average inter-arrival time E[A,’]
at the transmitters may be increased until the stability condi-
tion is satisfied. Under stability, the throughput of each multi-
hop flow f may be computed as x; =(Z Szrlfésns)rlf p.S.

The determination of the capacity region of multi-hop
flows in a CSMA/CA network may be better understood by
way of an example. For instance, consider a relatively simple
four-hop chain topology with a single flow and assume that
the first and the last hops in the chain topology are not within
carrier-sense range. Since there is only one flow in this
example, the f notation is dropped in the following equations
for convenience. From Eq. (17), the steady-state probability
of a feasible set S of transmitters in this network may be
expressed as:

1_[ £i0; 23

ieS§

g = .
ST T4 0101 +p20s + 0305 + pals + (0161)(0464)

Assuming stability, the amount of information transmitted
by each hop of the flow is equal and, thus,
(70,4701 2)71P (=(705) 72D 5= (0031 3P 3=(Tg+3T ) 4)F 4D (24)
For simplicity, it is assumed that the capacity r,p, at each hop
is the same. From Eq. (22), Eq. (23), and Eq. (24), anon-linear
system of four equations may be constructed, and the non-
linear system of four equations may be symbolically solved
for the four variables p,, p,, p3, and p, as

@5

)~

1-
yi(l =2y1)
(1-3y)?

)=
i
)yl(l -2y
)=
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(1-3y)*

o
e
=
2

e

1-

where y, is the ratio between E[T,] and p,E[A,] as in Eq.
(22). From the stability condition O=p,<1, the average inter-
arrival time E[A,] may then be increased to determine the
lower bound that will result in stabilization of the network.
In at least some embodiments, the problem of characteriz-
ing a multi-hop wireless network, including the capacity
region of the multi-hop wireless network, through steady-
state probabilities g may be decomposed into two sub-prob-
lems including: (1) a first problem of finding the general form
of'the steady-state probabilities 7T, which may be achieved by
a linear system of equations whose solution is described by
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Eq. (17); and (2) a second problem of finding the p,” factors,
which may be achieved by solving a non-linear system of
equations described by Eq. (21) and Eq. (22). In general, the
solution is exact and holds if 0=p,” <1 for every transmitter of
the network. It will be appreciated that the solution may be
computed based only on the parameters: E[A,'], E[T/ 1,
E[B, 1,17, p/. Thus, the steady-state probabilities g and the
capacity region of a multi-hop wireless network are agnostic
to the individual probability distributions of these parameters;
rather, only the averages of these parameters are relevant.

It will be appreciated that, although embodiments of the
capacity region characterization capability are primarily
depicted and described herein within the context of an exem-
plary system model that is defined based on various assump-
tions, one or more of the assumptions used to define the
exemplary system model may be modified while still support-
ing embodiments of the capacity region characterization
capability. It is noted that, in at least some such modifications,
the assumptions used to define the exemplary system model
are discussed hereinabove in conjunction with the definition
of the exemplary system model.

In at least some embodiments, a capacity region of a set of
transmitters may be determined. Without loss of generality,
let n be the number of transmitters in a set of transmitter for
which the capacity region is to be determined. The n trans-
mitters may or may not be within carrier sense range of each
other, and each transmitter i may be either the source of a
single-hop flow or a relay in a multi-hop flow. Regardless of
its role, each transmitter i has associated therewith: (a) a
parameter, 0,=E[T,)/E[B,], representing the ratio of its
expected transmission time E[T;] over its expected back-off
interval time E[B,], and (b) a stability parameter p, represent-
ing its saturation level. The set of 0 values for the n transmit-
ters form a vector

.
6=(0,65,....9,) (26)

and the set of stability parameters p for the n transmitters form
another vector
P)-

p=pypa - - @7

The interference constraints of the transmitters define the
feasible sets where a group of transmitters may simulta-
neously transmit. Each feasible set S of transmitters is active
for a fraction g of time, expressed by

1_[ Pi0% (28)

keS§

Ay = ——.
STY M pbk
K kek

The sum of the 7 values for all feasible sets sum to one, i.e.,
2.t=1. The set of the & values form yet another vector

;:(n@,nm,n{z}, e Ty T s TR e ) (29)

which contains the fraction of time 7 of each feasible set S.
—

It will be appreciated that the vector m in Eq. (29) can be

— —
expressed as a function g of both vectors p and 0 as in

n=g(p,0), (30)

-
where each component 7t of 7 is expressed as a function of

F and 6> by Eq. (28). Each transmitter i transmits for a
fraction O<y,<1 oftime (e.g., if transmitter i transmits for 50%
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of the time, then y,=0.5). Summing the fractions of time 7
where transmitter i is active (i.e., all sets S such that ieS), an
expression fory, is obtained as

yi= Z 7s, (&2

S:ies

and the set of the fractions of time that each transmitter is
active form a vector

=Y - (32)

From Eq. (31), the vector ¥ can be expressed as a function f
of ; and, by consequence, as a function f-g of both 6> and F,

as

=1 (0)~(e(p. 0 )F2(p.0) (33)

where f-g is the composite function of f and g. Since 6> is
usually fixed, the vector ? can be expressed as a simpler
function h of F as

V=hp.

From Eq. (34), the capacity region of the set of transmitters
may be specified by first finding the inverse function h™! that

(34)

—
express the stability parameters p as a function of the trans-

mission time fractions y

P
providing a system of n equations (e.g., Eq. (14) where all
transmitters are within carrier sense range of each other, Eq.
(20) or another set of equations where not all transmitters are
within carrier sense range of each other, and Eq. (25) or
another set of equations where not all transmitters are within
carrier sense range and multi-hop flows are present, or the
like), and then limiting each stability parameter)®, in the
system of equations in Eq. (35) to the range between zero
(inclusive) and one (exclusive), i.e., 0=p,<1. The region deter-
mined by the equations 0=<p,<1 is the capacity region, which

(3%)

is expressed in terms of? and 6) (e.g., Eq.(14),Eq. (20) and
Eq. (25)). In summary, in at least some embodiments the
capacity region of a given set of transmitters may be specified
by:

1. Determining the expressions of the transmission time

fractions ?:(yl, Vs, - - -, Y,) of the transmitters as a

2 P

of the transmitters and the ?:(el, 0,,...,0,)values of
the transmitters, as shown in Eq. (28) and Eq. (31), i.e.

?Zf(g(?,?)):fg(g,g). It will be appreciated that,

function of the stability parameters F:(p 15 Pas e

=
assuming that 0 is fixed, ? can be expressed as a
. — N —
function of only p, e.g., y=h(p).
-
2. Expressing the stability parameters p ofthe transmitters
as a function of the transmission time fractions y of the

. - —
transmitters, e.g., p =h~'(y).
3. Limiting the stability parameter p, of each transmitteriin

F to a range of values between zero (inclusive) and one
(exclusive), i.e., 0=p,<1. The region determined by the
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equations 0=p,<1 is the capacity region of the given set

oftransmitters, and it is expressed as a function of ? and

0 (e.g. Bq. (14), Bq. (20), and Eq. (25)).

The representation of the capacity region of a set of trans-
mitters may also be specified as a region in an n-dimensional
space, where the i-th axis represents either the range of the
transmission time fraction y, of transmitter i (limited between
0and 1) oramultiple of'y,, such as the flow input rate x,=y r,p,
(bounded below at 0, but unbounded above). The n-dimen-

-
sional capacity region is defined in terms of the 6 =(0,,
0,,...,0,)values associated with the transmitters, and it may
be determined by setting each of the stability parameters p, in
the system of equations in Eq. (35) to a range of values
between zero (inclusive) and one (exclusive), i.e., O=p,<l.
Exemplary representations of n-dimensional capacity regions
for respective set of transmitters are depicted in FIG. 5.

FIG. 6 depicts one embodiment of a method for determin-
ing the capacity region of a set of transmitters.

At step 601, method 600 begins.

At step 610, a set of transmitters is identified. The set of
transmitters may include all of the transmitters of a network
or a subset of the transmitters of a network.

At step 620, a set of interference constraints for the trans-
mitters in the set of transmitters is determined. The interfer-
ence constraints are indicative as to which transmitters are
within interference range of each other such that transmis-
sions by these transmitters would result in interference. The
interference constraints may be retrieved from memory,
determined based on wireless measurements, determined
based on processing of interference constraint information,
determined based on a wireless model, or the like, as well as
various combinations thereof. The interference constraint
information may include information which may be used to
determine interference constraints between the transmitters
in the set of transmitters. The interference constraint infor-
mation may include geographic locations of the transmitters
and signal strengths of the transmitters.

At step 630, expressions of transmission time fractions

?:(yl, Vs, - - - 5 Y,) of the transmitters are determined based
on the interference constraints for the transmitters. The trans-
mission time fraction y, of each transmitter i is determined
based on the interference constraints of the transmitters. The
expressions of the transmission time fraction of each trans-
mitter i may be expressed as a function of the stability param-

— —
eters P =(Py, Pas - - - 5 P,,) Of the transmitters and the 6 =(0,,
0,, . .., 0,) values of the transmitters as

1_[ P (36)

kes

- PN
S:ieS K kekK

Yi

The expression of the transmission time fraction of each
transmitter i may also be expressed as a function of the

—
T :(ﬂ:g, Tl:{l}, Tl:{z}, ey Tl:{n}, ey Tl:{l-’ Floeees Tl:{]-,k}, .. .)Values
as

Yi= Z s, &)
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where the g value for a given feasible set S may be indicative
of'arespective fraction of time that the transmitters within the
feasible set S transmit. The mg values for each feasible set S
are also expressed as a function of the stability parameters

— —
p=(0s P2y - - -5 P, of the transmitters and the 6 =(6,,
0,, ..., 0,)values of the transmitters as

1_[ Pi0% (38)

_ k&S
3 I e’
K kek

s
such that the expressions of transmission time fractions
N

Y= Yas - -

as functions of the stability parameters F:(p 15 Pas - -

, y,,) of the transmitters may also be expressed

P of

the transmitters and the EZ(GD 0,, ..., 0,) values of the

-
transmitters, as discussed above. Assuming that 0 is fixed,

. . . . — .
the transmission time fractions y can be expressed as a sim-

pler function of F as ?:h(g).An exemplary embodiment of
this is depicted and described herein with respect to Eq. (17),
Eq. (18), and Eq. (19) associated with the exemplary capacity
region expressed by Eq. (20) and depicted as capacity region
530 of FIG. 5. It will be appreciated that other expressions of
transmission time fractions may be determined for other sets
of transmitters (e.g., fewer or more transmitters, transmitters
having different sets of interference constraints, or the like).

-
At step 640, expressions of the stability parameters p =(p,,
Pas - - - 5 P,,) Of the transmitters are determined as functions of

the transmission time fractions ?:(yl, Yoy « - .5 Y,) of the
—
transmitters, i.e., p :h"l(?). The expressions of the stability

— —
parameters p are determined by expressing p as a function

h! (n of the transmission time fractions ? of the transmitters

— —
(as well as the 6 values of the transmitters, although 6 is
assumed to be constant and, thus, may be omitted from the

function h™* (?) An exemplary embodiment of this is
depicted and described herein with respect to Eq. (20), which
corresponds to the capacity region 530 of FIG. 5. It will be
appreciated that other expressions of stability parameters
may be determined for other sets of transmitters (e.g., fewer
or more transmitters, transmitters having different sets of
interference constraints, or the like).

At step 650, the capacity region of the set of transmitters is
determined based on the expressions of the stability param-

—
eters p as functions of the transmission time fractions y of

the transmitters and the 6> values of the transmitters. The
capacity region of the set of transmitters may be determined
by evaluating the expressions of the stability parameters for
values of the stability parameters ranging between zero (in-
clusive) and one (exclusive), i.e., 0=p,<1.

At step 699, method 600 ends.

As described herein, the capacity region of a set of trans-
mitters may be expressed using the expressions of the stabil-
ity parameters of the transmitters and may be represented as
aregion in an n-dimensional space. The capacity region of the
set of transmitters also provides an indication as to feasibility

oqe . . . —
or stability of a given vector of transmission rates x=(X,
Xgs + o s XA (Y111P 15 YoloPas - - - 5 YolDy,) OF @ given vector of
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transmission time fractions y=(y 15Yas - - -, ¥,). The vector of

. . . . — . .
transmission time fractions y =(y,,Vs, - - -, ¥,,) is anormalized

version of the input rate vector ?Z(xl, KXoy« + o s X,)=(Y111D15
VolaPss - - - 5 VubuDy)s Where each component y,=x,/(r;p,). If a
determination is made that the given vector of transmission

rates X or the given vector of transmission time fractions ?
fall within the capacity region of the set of transmitters, it
provides an indication that the transmission conditions are
stable or feasible (i.e., that the transmitters can transmit suc-
cessfully at the desired rates). If a determination is made that

. . . — .
the given vector of transmission rates X or the given vector of

transmission time fractions ? fall outside of the capacity
region of the set of transmitters, it provides an indication that
the transmission conditions are unstable or unfeasible (i.e.,
that the transmitters cannot transmit successfully at the
desired rates). Thus, the capacity region of the set of trans-
mitters may be used to determine the feasibility or stability of

a given vector of transmission rates X or a given vector of

transmission time fractions ? which may be specified as part
of, or determined from, the transmitter information associ-
ated with the transmitters in the set of transmitters. As
described above, in at least some embodiments, transmission

time fractions ?:(yl, Vs, - - -, Y,,) of the transmitters may be
considered to be the normalized rates for the transmitters

. . . . . —
(e.g., a feasible vector of transmission time fractions y cor-

responds to a feasible vector of transmission rates X for the
transmitters).

In at least some embodiments, in which all of the transmit-
ters in the set of transmitters are sources of a single-hop flow,
a determination may be made as to whether a vector of trans-

mission time fractions ?:(y 15Yas - - -5 ¥,) of the transmitters
is feasible. As explained in Eq. (16), another expression for
the transmission time fraction y, of a transmitter i in the set of
transmitters can be obtained as

This expression is a function of the average packet inter-
arrival time E[A,] of the source i (i.e., packets are generated
by the source i and placed in the transmission queue of trans-
mitter i every E[A,] seconds, on average), the average trans-
mission time E[T,] of transmitter i (i.e., packets transmitted
by transmitter i take E[T,] seconds to be transmitted, on
average), and the delivery ratio of transmitter i (i.e., the frac-
tion of successful transmissions made by transmitter i). The
transmission time fractions y, for each transmitter i may be
provided as an input, or may be computed based on a given
expected per-packet transmission time E[T,]/p, and a given
expected inter-arrival time E[A,] provided as input for the set
of transmitters. In either case, the transmission time fractions

? for the set of transmitters are available for use in determin-

ing whether the vector of transmission time fractions ? of'the

transmitters is feasible. Additionally, a vector of EZ(GD
0,, ..., 0,) values is obtained for the transmitters, where the
0, value for a transmitter i is equal to a ratio of the expected
transmission time E[T,] of transmitter i to the expected back-

off interval E[B,] of transmitter i. The 6> values for the set of
transmitters may be provided as an input, or may be computed
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based on sets of expected transmission times and expected
back-off intervals provided as input for the set of transmitters.
In either case, values for the set of transmitters are available
for use in determining whether the vector of transmission

time fractions ? for the transmitters is feasible. The stability
—
parameter p, of a transmitter i is computed based on the
—
vector of transmission time fractions ? and the 0 values of

—
the transmitters. The stability parameter p , for each trans-
mitter i may be computed by finding the inverse function h™

such that Fi:h"l (?), as explained before (e.g., based on Eq.
(14) where all transmitters are within carrier sense range of
each other, based on Eq. (20) or another set of equations
where not all transmitters are within carrier sense range of
each other, or the like). Thus, the determination as to whether

a vector of transmission time fractions ?:(yl, Voo v-5Y,) 18
feasible may be performed using vectors of transmitter input
information associated with the transmitters, which may

include the transmission time fractions ?:(y 152 ...y, and
the 6-(0,, 0, . .

. . . . . . . . . —
information indicative ofthe transmission time fractions y or

., 0,) values of the transmitters, input

the 6> values of the transmitters (e.g., values of the param-
eters E[A,], E[T,], E[B,], and p, of each transmitter i), or the
like, as well as various combinations thereof. The vector of

transmission time fractions ? is determined to be feasible if

each of the stability parameters p, in the vector F:(pl,
Pss - - - 5 P,,) 18 non-negative and strictly less than one. The

vector of transmission time fractions ? is determined not to
be feasible if the stability parameters p, of any transmitter i is
negative, equal to one, greater than one, or if the vector

F:h"l (?) cannot be found (e.g., the inverse function h™"

does not exist). If the vector of transmission time fractions y
is determined to be feasible, it provides an indication that the

transmitters can support an associated vector x of input rates.

It the set of transmission time fractions ? is determined to be
feasible, it provides an indication that the associated packet
queues which queue packets for the transmitters will not
continue to grow forever, and will frequently become empty.

In at least some embodiments, in which not all of the
transmitters in the set of transmitters are within range of each
other and multi-hop flows are present, a determination may be

made as to whether a vector ?:(yl, Vs, - - ., Y,) of transmis-
sion time fractions of the transmitters is feasible. For the
multi-hop case, the fraction of time y, that a given relay
transmitter i is actively transmitting is associated with the
fraction of time y | that the flow source s transmits as

(40)

rsps),

Yi= yx(r‘_p‘_

which is another expression for Eq. (21). This follows from
the constraint that the information transmitted at each hop of
the multi-hop flow must be the same. Further, the expected
transmission time E[T,] of a relay transmitter i is also related
to the expected transmission time E[T,] of the flow sourcess as
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“4D

which follows from the constraint that the average packet size
E[P,] ofthe relay transmitter i must be the same as the average
packet size of the flow source E[P,] (i.e., E[P,]=E[T,]xr,=E
[T Ixr,=E[P,]), since this is a multi-hop flow and each relay
transmitter i transmits the packets generated by the flow
source s. As shown in the case for single-hop flows, the
equation.

42)

holds for the flow source s and, using Eq. (40) and Eq. (41),
the following equation holds for each relay transmitter i

43)

and thus the fraction of time that the relay transmitter i trans-
mits depends on the packet inter-arrival time E[ A ] at the flow
source s. However, given the parameters of each flow source
s, the determination as to whether a vector of transmission

time fractions ?:(yl, Vs « - . 5 Y,) 1s feasible may be per-
formed using an expression of the capacity region of the set of
transmitters (which may vary for different sets of transmit-
ters, e.g., different numbers of transmitters having different
interference constraints associated therewith). An exemplary
expression of the capacity region of a multi-hop flow with
four transmitters is provided by Eq. (25). As described herein,
an expression of the capacity region of a set of transmitters

—
may express a vector of stability conditions p =(p;, Pas - - - »

2 Yn)

of the transmitters and the associated FZ(G 15605 ...,0,)
values of the transmitters. A vector of transmission time frac-
tions j) is obtained (e.g., received as input, computed based on
sets of expected transmission times and expected inter-arrival
times provided as input for the set of transmitters, or the like)

p,,) interms of transmission time fractions ?:(yl, Yoy oo

such that the vector of transmission time fractions y is avail-
able for use in determining whether the vector of transmission

—
time fractions ? is feasible. Additionally, a set of 6 =(8,,
0,, ..., 0,) values is obtained for the transmitters (e.g.,
received as input, computed based on sets of expected trans-
mission times and expected back-off intervals provided as

-
input for the set of transmitters, or the like) such that the 0

values for the set of transmitters are available for use in
determining whether the vector of transmission time fractions

? is feasible. The stability parameters F:(pl, Pas- -5 P,) are

computed based on the transmission time fractions y and the

6> values of the transmitters. The stability parameters F for
the transmitters may be computed by applying the expression
of the capacity region of the set of transmitters (e.g., a set of
equations specitying the expressions for the stability param-
eters p, of each transmitter 1). Thus, the determination as to

whether a vector of transmission time fractions ?:(yl,
Vas - - -5 Y,) of the transmitters is feasible may be performed
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using vectors of transmitter input information associated with
the transmitters, which may include the transmission time

—
fractions ¥ andthe 6 values of the transmitters, input infor-

. . . . . . . . —
mation indicative of the transmission time fractions y or the

6> values of the transmitters (e.g., values of the parameters
E[A,], E[T,], E[B,], and p, of each flow source transmitters
and the values of the parameters E[T,], E[B,], and p, of each
relay transmitter i), or the like, as well as various combina-

. . . . . — .
tions thereof. The vector of transmission time fractions y is

—
determined to be feasible if the stability parameter p , of each
transmitter i is non-negative and strictly less than one. The

. . . . — . .
vector of transmission time fractions y is determined not to

—
be feasible if one or more of the stability parameters p, of
each transmitter i is negative, equal to one, greater than one,

-
or if the vector p :h"l(?) cannot be found (e.g., the inverse
function h~! does not exist). If the vector of transmission time

fractions y is determined to be feasible, it provides an indi-
cation that the transmitters can support an associated set of

input rates. If the vector of transmission time fractions ? is
determined to be feasible, it provides an indication that the
associated packet queues which queue packets for the trans-
mitters will not continue to grow forever, and will frequently
become empty.

FIG. 7 depicts one embodiment of a method for determin-
ing feasibility of a given vector of transmission time fractions
of'a set of transmitters based on the capacity region of the set
of transmitters.

At step 701, method 700 begins.

At step 710, a set of transmitters is identified. The set of
transmitters may include all transmitters of a network, a sub-
set of transmitters of a network, or the like.

At step 720, a capacity region of the set of transmitters is
obtained. The capacity region of the set of transmitters may be
determined as depicted and described with respect to FIG. 6.
The capacity region of the set of transmitters may be obtained
from memory (e.g., where the capacity region of the set of
transmitters was previously determined, such as through
execution of method 600 of FIG. 6), obtained by determining
the capacity region of the set of transmitters on-the-fly (e.g.,
by calling method 600 of FIG. 6 for execution as part of step
720 of method 700), or the like. As explained before, the
capacity region of the set of transmitters may be defined based

on expressions of the stability parameter vector F:(p 1s
Pas - - - 5 P,,) Of the transmitters (which may be obtained from

=
a function h™ as p =h~'(¥) in terms of transmission time

fractions ?:(yl, Vs ..., Y,)and the ?:(el, 0,,...,0,)values
of the transmitters in the set of transmitters). The capacity
region of the set of transmitters may be determined by evalu-
ating the expressions of the stability parameters for values
ranging between zero (inclusive) and one (exclusive), i.e.,
O=p,<1.

At step 730, transmitter input information is obtained for
the set of transmitters.

The transmitter input information includes information
indicative of the transmission conditions for which feasibility
is determined (e.g., includes vectors of values of the trans-
mission conditions or information which may be used to
compute the values of the transmission conditions). The
transmission conditions for which feasibility is determined

. . . *)'7 ' '
may include a transmission rate vector X'=(x';, X'5, . . .,
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X )= 1 11P1s V'alaPss - - - 5 VoI,0,) of the transmitters, the

. . . . . —>
corresponding transmission time fractions y'=(y';, ¥, - . .,

y',) of the transmitters, or the like. The vector v of transmis-
sion time fractions is a normalized version of the input rate

vector X', where each component y'=x"/(r,p,)- The transmis-
sion conditions may be obtained directly or may be computed
based on portions of the transmitter input information.

The transmitter input information may include a vector of

transmission time fractions ?':(y' 15 Vs - .., Y,) for which

=
feasibility is to be determined and the 6 values of the trans-
mitters, input information which may be used to compute the

transmission time fractions ?‘ or the E‘ values of the trans-
mitters (e.g., values of the parameters E[A ], E[T,], E[B.],
and p, of each flow source s and the values of the parameters
E[T,], E[B,], and p, of each relay transmitter 1), or the like, as
well as various combinations thereof.

Atstep 740, a determination is made, based on the capacity
region of the set of transmissions, as to whether the transmis-
sion conditions for the set of transmitters are feasible.

The determination as to whether transmission conditions
for the set of transmitters are feasible includes checking if the
stability parameter values are within the range between zero
(inclusive) and one (exclusive), i.e., O=p,<l. The feasibility
may be verified for the transmitters by evaluating the expres-
sions of the stability parameters (which define the capacity
region for the set of transmitters) based on the transmitter
input information. In a first example, when the transmitter
input information includes the transmission time fractions y,
and 6, values of the transmitters, the transmission time frac-
tions y; and the 6, values of the transmitters may be plugged
into the expressions of the stability parameters in order to
verify if'y, is feasible under the chosen 0, values. In a second
example, when the transmitter input information includes
values of the parameters E[A,], E[T,], E[B,], and p, for each
transmitter, the values of the parameters E[A,], E[T,], E[B,],
and p, for the transmitters may be used to compute the trans-
mission time fractions y, (e.g., as shown in Eq. (39) for single-
hop flows and in Eq. (42) and Eq. (43) for multi-hop flows)
and 0, values (e.g., from the equation 0,=E[T,]/E[B,]) of the
transmitters, which in turn may be plugged into the expres-
sions of the stability parameters in order to compute the
feasibility of y, under the chosen 6, values. It will be appre-
ciated that where the transmitter input information includes
combinations of such information, the information may be
used to evaluate the expressions of the stability parameters in
order to compute the stability parameter values.

The transmission conditions for the set of transmitters are
determined to be feasible if each of the stability parameter

values F:(p 15P2s - - - » p,,) for the transmitters is non-negative
and strictly less than one. The transmission conditions for the
set of transmitters are determined to be infeasible if one or
more of the stability parameter values for the transmitters is
negative, equal to one, greater than one, or if the vector

F:h‘l(?) cannot be found (e.g., the inverse function h™*
does not exist).

At step 799, method 700 ends.

It will be appreciated that, although depicted and described
herein with respect to embodiments in which analytical
expressions are used to represent capacity regions, param-
eters related to capacity regions, and the like, in at least some
embodiments other types of expressions or representations
may be used to represent capacity regions, parameters related
to capacity regions, and the like. Thus, various references
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herein to analytical expressions also may be read as refer-
ences to expressions or representations (e.g., a graphical rep-
resentation of the capacity region, such as in the exemplary
graphs depicted in FIG. 5).

It will be appreciated that, although primarily depicted and
described herein with respect to embodiments in which the
back-off intervals of the transmitters cannot be reduced, in at
least some embodiments it may be possible to reduce the
back-off intervals of the transmitters such that the stability
condition for the capacity region becomes p,z0 (rather than
0=p,<1). The more general stability condition p,=0 may be
better understood by considering the case of a steady-state
solution Tt where a given multiplier p, is larger than or equal to
one, i.e., p,z1. IfE[B,] is assumed fixed, then it is known that
the steady-state solution 7 cannot be realized in practice with
stable queues. However, if this assumption is relaxed, then a
possible interpretation for this case is that the steady-state
solution 7t is feasible as long as the average back-off interval
E[B,] is reduced by a factor of 1/p,. In this case, for p,>1, the
actual interval E[Bg]/p, becomes shorter and, thus, is able to
fully accommodate the desired steady-state probabilities.
While this reduction ensures that the steady-state solution 7 is
feasible, it does not, however, guarantee queue stability. In
fact, a decrease of the average back-off interval E[B,] by only
a factor of 1/p, would still result in a saturated queue for
transmitter i. Nonetheless, such a network could easily
become stable if a shorter average back-off interval is
selected. For example, if the shorter interval is chosen as
p'A(E[B,)/p,) for any 0=p';<1, then the same steady-state dis-
tribution t is achieved and queue stability is also guaranteed.
Therefore, any feasible wireless CSMA/CA multi-hop net-
work has a dual which is stable as long as p,=z0 for each
transmitter 1. The more general stability condition p,z0 only
holds when the average back-off interval E[B,] of each trans-
mitter i is allowed to be reduced. If reducing the average
back-off intervals is not possible, then the more conservative
stability condition O=p,<1 must hold for each transmitter i.

It will be appreciated that various assumptions discussed
herein may be modified or eliminated for various embodi-
ments of the capacity region characterization capability.

It will be appreciated that references herein to transmitters
also may be read as being references to sources, links, nodes,
or any other suitable terms which may be applicable to vari-
ous embodiments of the capacity region characterization
capability.

In at least some embodiments, capacity region character-
ization and feasibility determination capabilities can be
employed to understand the fundamental throughput limita-
tions and predict throughput performance of certain types of
communication networks (e.g., wireless CSMA/CA multi-
hop networks or the like). In at least some embodiments of
this work, one or more network capacity questions may be
answered based on one or more models or embodiments
adapted for use in understanding fundamental throughput
limitations of a communication network. For example, in a
network having a first traffic flow and a second traffic flow, the
proposed capacity region characterization and feasibility test
may be used to determine how much the second traffic flow
may still achieve when the throughput of the first traffic flow
increases by a certain amount. For example, in a network
having one or more existing traffic flows, the proposed capac-
ity region characterization and feasibility test may be used to
determine the reduction(s) in rate(s) of the one or more exist-
ing traffic flows when a new traffic flow starts in the network.
The proposed capacity region characterization and feasibility
test are able to model the buffer dynamics of unsaturated
transmitters while accounting for the interference constraints
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imposed by the transmission medium. The proposed capacity
region characterization and feasibility test are able to model
the buffer dynamics of unsaturated transmitters and handle
multi-hop flows, while also accounting for the interference
constraints imposed by the transmission medium. In at least
some embodiments, the proposed capacity region character-
ization and feasibility test are provided for understanding
fundamental throughput limitations and predicting through-
put performance of certain types of communication networks
without restrictions on node placement, such that the model is
suitable for use with arbitrary topologies. In at least some
embodiments, the proposed model is provided for character-
izing the capacity region (e.g., the set of feasible input rates)
of'a wireless network (e.g., a wireless CSMA/CA network).
In at least some embodiments, the proposed model configured
to characterize the capacity region (e.g., the set of feasible
input rates) of a wireless CSMA/CA network shows that the
capacity region of the wireless CSMA/CA network is convex
for the case where of the nodes are within carrier-sense range
of each other, but non-convex in general. In at least some
embodiments, the proposed model configured to characterize
the capacity region (e.g., the set of feasible input rates) of a
wireless CSMA/CA network shows that the capacity region is
agnostic to the probability distributions of various (or perhaps
even all) network parameters (e.g., transmission back-off
times, transmission times, and inter-arrival times) and, thus,
depend only on the expected values of the network param-
eters. In at least some embodiments, the proposed model
configured to characterize the capacity region of a network
may determine transmission conditions under which the net-
work is stable and converges to a steady state. In at least some
embodiments, the proposed model configured to characterize
the capacity region of a network may use expressions to
characterize the probabilities that a feasible set of transmitters
is transmitting within the network.

FIG. 8 depicts a high-level block diagram of a computer
suitable for use in performing functions described herein.

The computer 800 includes a processor 802 (e.g., a central
processing unit (CPU) or other suitable processor(s)) and a
memory 804 (e.g., random access memory (RAM), read only
memory (ROM), and the like).

The computer 800 may also include a cooperating module/
process 805. The cooperating process 805 can be loaded into
memory 804 and executed by the processor 802 to implement
functions as discussed herein and, thus, cooperating process
805 (including associated data structures) can be stored on a
computer readable storage medium, e.g., RAM memory,
magnetic or optical drive or diskette, and the like.

The computer 800 may also include one or more input/
output devices 806. Examples of input/output devices include
a user input device (e.g., a keyboard, a keypad, a mouse, and
the like), a user output device (e.g., a display, a speaker, and
the like), an input port, an output port, a receiver, a transmitter,
one or more storage devices (e.g., a tape drive, a floppy drive,
a hard disk drive, a compact disk drive, and the like), or the
like, as well as various combinations thereof.

It will be appreciated that computer 800 depicted in FIG. 8
provides a general architecture and functionality suitable for
implementing functional elements described herein or por-
tions of functional elements described herein. For example,
the computer 800 provides a general architecture and func-
tionality suitable for implementing one or more of a wireless
node 112, a portion of a wireless node 112, capacity region
characterization system 120, a portion of capacity region
characterization system 120, or the like.

It will be appreciated that the functions depicted and
described herein may be implemented in hardware or a com-
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bination of software and hardware, e.g., using a general pur-
pose computer, via execution of software on a general pur-
pose computer so as to provide a special purpose computer,
using one or more application specific integrated circuits
(ASICs) or any other hardware equivalents, or the like, as well
as various combinations thereof.

It will be appreciated that at least some of the method steps
discussed herein may be implemented within hardware, for
example, as circuitry that cooperates with the processor to
perform various method steps. Portions of the functions/ele-
ments described herein may be implemented as a computer
program product wherein computer instructions, when pro-
cessed by a computer, adapt the operation of the computer
such that the methods or techniques described herein are
invoked or otherwise provided. Instructions for invoking the
inventive methods may be stored in fixed or removable media,
transmitted via a data stream in a broadcast or other signal
bearing medium, or stored within a memory within a com-
puting device operating according to the instructions.

It will be appreciated that the term “or” as used herein
refers to a non-exclusive “or,” unless otherwise indicated
(e.g., “or else” or “or in the alternative™).

Itwill be appreciated that, while the foregoing is directed to
various embodiments of features present herein, other and
further embodiments may be devised without departing from
the basic scope thereof.

What is claimed is:

1. An apparatus, comprising:

a processor and a memory communicatively connected to

the processor, the processor configured to:

determine a set of interference constraints for a set of
transmitters comprising a plurality of transmitters;

determine, based on the set of interference constraints, a
plurality of expressions of a respective plurality of
transmission time fractions of the transmitters as
functions of a plurality of stability parameters of the
respective transmitters and a plurality of ratio param-
eters of the respective transmitters, wherein the trans-
mission time fractions of the transmitters are indica-
tive of respective fractions of time that the
transmitters transmit, wherein the ratio parameters of
the transmitters comprise, for each of the transmitters,
a respective ratio of an expected transmission time of
the respective transmitter to an expected back-off
time of the respective transmitter;

determine, based on the plurality of expressions of the
respective plurality of transmission time fractions of
the transmitters, a plurality of expressions of the
respective plurality of stability parameters of the
transmitters as functions of the transmission time
fractions of the transmitters and the ratio parameters
of the transmitters;

determine a representation of a capacity region of the set
oftransmitters based on the plurality of expressions of
the respective plurality of stability parameters of the
transmitters;

determine, based on the representation of the capacity
region of the set of transmitters, transmission condi-
tions to be used by the transmitters; and

propagate, toward the transmitters, the transmission
conditions to be used by the transmitters.

2. The apparatus of claim 1, wherein the stability param-
eters of the transmitter are indicative of a respective plurality
of saturation levels of the transmitters.

3. The apparatus of claim 1, wherein one of the transmitters
is a source transmitter of a single-hop flow, wherein the pro-
cessor is configured to:
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compute the transmission time fraction for the source
transmitter based on the expected transmission time of
the source transmitter, an expected packet inter-arrival
time of the source transmitter, and a packet delivery ratio
of the source transmitter.
4. The apparatus of claim 1, wherein one of the transmitters
is a relay transmitter for a multi-hop flow, wherein the pro-
cessor is configured to:
compute the transmission time fraction for the relay trans-
mitter based on the expected transmission time of the
relay transmitter, an expected packet inter-arrival time of
a source of the multi-hop flow for which the relay trans-
mitter relays packets, and a packet delivery ratio of the
relay transmitter.
5. The apparatus of claim 1, wherein the processor is con-
figured to determine the expressions of the transmission time
fractions of the transmitters by:
defining, based on the set of interference constraints of the
transmitters, a plurality of feasible transmitter sets,
wherein the feasible transmitter sets include respective
groups of one or more of the transmitters which may
transmit simultaneously without interference;

determining a plurality of expressions for a respective plu-
rality of time fractions in which the respective feasible
transmitter sets are active; and

summing, for each of the transmitters in the set of trans-

mitters, each of the time fractions for each of the feasible
transmitter sets of which the respective transmitter in the
set of transmitters is a member.

6. The apparatus of claim 1, wherein the plurality of trans-
mitters includes n transmitters, wherein, to determine the
representation of the capacity region of the set of transmitters,
the processor is configured to:

determine the representation of the capacity region of the

set of transmitters in the n-dimensional space.

7. The apparatus of claim 1, wherein the processor is con-
figured to determine the representation of the capacity region
of'the set of transmitters by setting each of the stability param-
eters in the expressions for the stability parameters to a value
between greater than or equal to zero and less than one.

15

30

30

8. The apparatus of claim 1, wherein the transmitters have
a respective plurality of average back-off intervals associated
therewith, wherein the average back-off intervals are allowed
to be reduced, wherein the processor is configured to deter-
mine the representation of the capacity region of the set of
transmitters by setting each of the stability parameters in the
expressions for the stability parameters to a value equal to or
greater than zero.
9. A method, comprising:
using a processor and a memory for:
determining a set of interference constraints for a set of
transmitters comprising a plurality of transmitters;
determining, based on the set of interference constraints,
a plurality of expressions of a respective plurality of
transmission time fractions of the transmitters as
functions of a plurality of stability parameters of the
respective transmitters and a plurality of ratio param-
eters of the respective transmitters, wherein the trans-
mission time fractions of the transmitters are indica-
tive of respective fractions of time that the
transmitters transmit, wherein the ratio parameters of
the transmitters comprise, for each of the transmitters,
a respective ratio of an expected transmission time of
the respective transmitter to an expected back-off
time of the respective transmitter;
determining, based on the plurality of expressions for
the respective plurality of transmission time fractions,
a plurality of expressions for the respective plurality
of'stability parameters of the transmitters as functions
of the transmission time fractions of the transmitters
and the ratio parameters of the transmitters;
determining a representation of a capacity region of the
set of transmitters based on the plurality of expres-
sions for the respective plurality of stability param-
eters of the transmitters;
determining, based on the representation of the capacity
region of the set of transmitters, transmission condi-
tions to be used by the transmitters; and
propagating, toward the transmitters, the transmission
conditions to be used by the transmitters.
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